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It has been a while since I’ve written a post, mostly because I had to work on my thesis proposal for the last few months.  Now that is done and I have a bit of breathing room I can write about one of the problems that has been bouncing around in my head for awhile, which is how to implement browser based networked multiplayer games.

I want to write about this subject because it seems very reasonable that JavaScript based multiplayer browser games will become a very big deal in the near future.  Now that most browsers support [WebWorkers](http://www.w3.org/TR/workers/), [WebGL](http://www.khronos.org/registry/webgl/specs/latest/1.0/) and [WebAudio](http://www.w3.org/TR/webaudio/), it is possible to build efficient games in JavaScript with graphical performance comparable to native applications.  And with of [WebSockets](http://www.w3.org/TR/websockets/) and [WebRTC](http://dev.w3.org/2011/webrtc/editor/webrtc.html) it is possible to get fast realtime networked communication between multiple users.  And finally with  [node.js](http://nodejs.org/), it is possible to run a persistent distributed server for your game while keeping everything in the same programming language.

Still, despite the fact that all of the big pieces of infrastructure are finally in place, there aren’t yet a lot of success stories in the multiplayer HTML 5 space.  Part of the problem is that having all the raw pieces isn’t quite enough by itself, and there is still a lot of low level engineering work necessary to make them all fit together easily.  But even more broadly, networked games are very difficult to implement and there are not many popular articles or tools to help with this process of creating them.  My goal in writing this series of posts is to help correct this situation.  Eventually, I will go into more detail relating to client-server game replication but first I want to try to define the scope of the problem and survey some general approaches.

Overview of networked games

Creating a networked multiplayer game is a much harder task than writing a single player or a [hot-seat](http://en.wikipedia.org/wiki/Hotseat_(multiplayer_mode)) multiplayer game.  In essence, multiplayer networked games are [distributed systems](http://en.wikipedia.org/wiki/Distributed_computing), and almost everything about distributed computing is more difficult and painful than working in a single computer (though [maybe it doesn’t have to be](http://dominictarr.com/post/25083602144/distributed-programming-is-easy)).  Deployment, administration, debugging, and testing are all substantially complicated when done across a network, making the basic workflow more complex and laborious.  There are also conceptually new sorts of problems which are unique to distributed systems, like security and replication, which one never encounters in the single computer world.

Communication

One thing which I deliberately want to avoid discussing in this post is the choice of networking library.  It seems that many posts on game networking become mired in details like [hole](http://en.wikipedia.org/wiki/UDP_hole_punching) [punching](http://en.wikipedia.org/wiki/TCP_hole_punching), choosing between [TCP](http://en.wikipedia.org/wiki/Transmission_Control_Protocol) vs [UDP](http://en.wikipedia.org/wiki/User_Datagram_Protocol), etc.  On the one hand these issues are crucially important, in the same way that the programming language you choose affects your productivity and the performance of your code.  But on the other hand, the nature of these abstractions is that they only shift the constants involved without changing the underlying problem.  For example, [selecting UDP over TCP at best gives a constant factor improvement in latency (assuming constant network parameters)](http://conferences.sigcomm.org/sigcomm/1998/tp/paper25.pdf). In a similar vein, the C programming language gives better realtime performance than a garbage collected language at the expense of forcing the programmer to explicitly free all used memory. However whether one chooses to work in C or Java or use UDP instead of TCP, the problems that need to be solved are essentially the same. So to avoid getting bogged down we won’t worry about the particulars of the communication layer, leaving that choice up to the reader.  Instead, we will model the performance of our communication channels abstractly in terms of [bandwidth](http://en.wikipedia.org/wiki/Bandwidth_(computing)), [latency](http://en.wikipedia.org/wiki/Latency_(engineering)) and the [network topology](http://en.wikipedia.org/wiki/Network_topology) of the collective system.

Administration and security

Similarly, I am not going to spend much time in this series talking about [security](http://en.wikipedia.org/wiki/Network_security). Unlike the choice of communication library though, security is much less easily written off.  So I will say a few words about it before moving on.  In the context of games, the main security concern is to [prevent cheating](http://en.wikipedia.org/wiki/Cheating_in_online_games).  At a high level, there are three ways players cheat in a networked game:

* [Exploits](http://en.wikipedia.org/wiki/Exploit_(computer_security)): Which use bugs in the game logic to directly manipulate the state for the player’s advantage. (eg. [Flight](http://en.wikipedia.org/wiki/Cheating_in_online_games#Fly_hack), [Duping](http://en.wikipedia.org/wiki/Duping_(gaming)), etc.)
* [Information leakage](http://en.wikipedia.org/wiki/Information_leakage): Which snoops on parts of the state that should not be visible to the player. (eg. [MapHacking](http://en.wikipedia.org/wiki/Cheating_in_online_games#Maphacking), [WallHacking](http://en.wikipedia.org/wiki/Cheating_in_online_games#Wallhacking), etc.)
* [Automation](http://en.wikipedia.org/wiki/Video_game_bot): Which uses scripts/helper programs to enhance player performance and repeat trivial tasks. (eg. [AimBot](http://en.wikipedia.org/wiki/Aimbot), [Macros](http://en.wikipedia.org/wiki/Macro_(computer_science)), etc.)

Preventing exploits is generally as “simple” as not writing any bugs.  Beyond generally applying good software development practices, there is really no way to completely rule them out.  While exploits tend to be fairly rare, they [can have devastating consequences in persistent online games](http://web.archive.org/web/20061128103439/http:/news.zdnet.com/2100-1040_22-5829403.html).  So it is often critical to support good development practices with monitoring systems allowing human administrators to identify and stop exploits before they can cause major damage.

Information leakage on the other hand is a more difficult problem to solve.  The impact of information leakage largely depends on the nature of the game and the type of data which is being leaked.  In many cases, exposing positions of occluded objects may not matter a whole lot.  On the other hand, in a real time strategy game revealing the positions and types of hidden units could jeopardize the fairness of the game.  In general, the main strategy for dealing with information leakage is to minimize the amount of state which is replicated to each client.  This is nice as a goal, since it has the added benefit of improving performance (as we shall discuss later), but it may not always be practical.

Finally, preventing automation is the hardest security problem of all.  For totally automated systems, one can use techniques like [CAPTCHAs](http://en.wikipedia.org/wiki/CAPTCHA) or human administration to try to discover which players are actually robots.  However players which use partial automation/augmentation (like aimbots) remain extremely difficult to detect.  In this situation, the only real technological option is to force users to install anti-cheating measures like DRM/spyware and audit the state of their computer for cheat programs. [Unfortunately, these measures are highly intrusive and unpopular amongst users](http://news.bbc.co.uk/2/hi/technology/4385050.stm), and because they ultimately must be run on the user’s machine they are vulnerable to tampering and thus have dubious effectiveness.

Replication

Now that we’ve established a boundary by defining what this series is not about it, we can move on to saying what it is actually about: namely [replication](http://en.wikipedia.org/wiki/Replication_(computing)). The goal of replication is to ensure that all of the players in the game have a consistent model of the game state. Replication is the absolute minimum problem which all networked games have to solve in order to be functional, and all other problems in networked games ultimately follow from it.

The problem of replication was first  studied in the distributed computing literature as a means to increase the fault tolerance of a system and improve its performance.  In this sense video games are a rather atypical distributed system wherein replication is a necessary end unto itself rather than being just a means unto an end.  Because it has priority and because the terminology in the video game literature is wildly inconsistent, I will try to follow the naming conventions from distributed computing when possible.  Where there are multiple or alternate names for some concept I will do my best to try and point them out, but I can not guarantee that I have found all the different vocabulary for these concepts.

Solutions to the replication problem are usually classified into [two basic categories](http://jaksa.wordpress.com/2009/05/01/active-and-passive-replication-in-distributed-systems/), and when applied to video games can be interpreted as follows:

* **Active replication**: Inputs from the players are sent to all players in the network, state is simulated deterministically and independently on each client (also called [lock-step synchronization](http://en.wikipedia.org/wiki/Lockstep_protocol) and [state-machine synchronization](http://en.wikipedia.org/wiki/State_machine_replication))
* **Passive replication**: Inputs from the players (clients) are sent to a single machine (the server) and state updates are broadcast to all players. (also called [primary backup](http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.20.5896), [master-slave replication](http://en.wikipedia.org/wiki/Master-slave_(computers)), and [client-server](http://en.wikipedia.org/wiki/Client%E2%80%93server_model)).

There are also a few intermediate types of replication like [semi-active](http://www.cs.utexas.edu/~lorenzo/corsi/cs380d/papers/p225-chandra.pdf) and [semi-passive](http://ddg.jaist.ac.jp/pub/DSS98.pdf) replication, though we won’t discuss them until later.

Active replication

Active replication is probably the easiest to understand and most obvious method for replication.  Leslie Lamport appears to have been the first to have explicitly written about this approach and gave a detailed analysis (from the perspective of fault tolerance) in 1978:

Lamport, L. (1978) “[Time, clocks and the ordering of events in distributed systems](http://research.microsoft.com/en-us/um/people/lamport/pubs/pubs.html#time-clocks)” Communications of the ACM

That paper, like many of Lamport’s writings is considered a classic in computer science and is worth reading carefully.  The concept presented in the document is more general, and considers arbitrary events which are communicated across a network.  While in principle there is nothing stopping video games from adopting this more general approach, in practice active replication is usually implemented by just broadcasting player inputs.

It is fair to say that active replication is kind of an obvious idea, and was widely implemented in many of the earliest networked simulations.  Many classic video games like [Doom](http://www.idsoftware.com/iphone-games/doom-classic/doomdevelopment.htm), Starcraft and [Duke Nukem 3D](http://en.wikipedia.org/wiki/Duke_Nukem_3D#Multiplayer) relied on active replication.  One of the best writings on the topic from the video game perspective is M. Terrano and P. Bettner’s teardown of Age of Empire’s networking model:

M. Terrano, P. Bettner. (2001) “[1,500 archers on a 28.8](http://www.gamasutra.com/view/feature/3094/1500_archers_on_a_288_network_.php)” Gamasutra

While active replication is clearly a workable solution, it isn’t easy to get right. One of the main drawbacks of active replication is that it is very fragile. This means that all players must be initialized with an identical copy of the state and maintain a complete representation of it at all times (which causes massive information leakage). State updates and events in an actively synchronized system must be perfectly deterministic and implemented identically on all clients. Even the smallest differences in state updates are amplified resulting in catastrophic desynchronization bugs which render the system unplayable.

Desynchronization bugs are often very subtle.  For example, different architectures and compilers may use different floating point rounding strategies resulting in divergent calculations for position updates.  Other common problems include incorrectly initialized data and differences in algorithms like random number generation.  Recovering from desynchronization is difficult.  A common strategy is to simply end the game if the players desynchronize.  Another solution would be to employ some distributed consensus algorithm, like [PAXOS](http://en.wikipedia.org/wiki/Paxos_(computer_science)) or [RAFT](http://raftconsensus.github.io/), though this could increase the overall latency.

Passive replication

Unlike active replication which tries to maintain concurrent simulations on all machines in the network, in passive replication there is a single machine (the server) which is responsible for the entire state.  Players send their inputs directly to the server, which processes them and sends out updates to all of the connected players.

The main advantage of using passive replication is that it is robust to desynchronization and that it is also possible to implement stronger anti-cheating measures.  The cost though is that an enormous burden is placed upon the server.  In a naive implementation, this server could be a single point of failure which jeopardizes the stability of the system.

One way to improve the scalability of the server is to replace it with a cluster, as is described in the following paper:

Funkhouser, T. (1995) “[RING: A client-server system for multi-user virtual environments](http://www.cs.princeton.edu/~funk/symp95.pdf)” Computer Graphics

Today, it is fair to say that the client-server model has come to dominate in online gaming at all scales, including competitive real-time strategy games like [Starcraft 2](http://choongsoo.info/docs/starcraft2.netgames12.pdf), fast paced first person shooters like [Unreal Tournament](https://udn.epicgames.com/Three/NetworkingOverview.html) and even massively multiplayer games like World of Warcraft.

Comparisons

To compare the performance of active versus passive replication, we now analyze their performance on various network topologies. Let ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///8zMzOtra2RkZHW1ta7u7ugoKDy8vJbW1vj4+N2dnZOTk4/Pz+EhITIyMgzP+UnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAM0lEQVQIHWNgMglNY2BwzyhgZGCYsIjBm4GB4ThDLgMDywaGLeUMbBc4DygwcD1guOoAAL5iCmCDl3nGAAAAAElFTkSuQmCC) be the total number of players, ![E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAMFBMVEX///8zMzPj4+OEhIR2dnagoKA/Pz+tra3IyMi7u7uRkZFbW1vW1tby8vJpaWlOTk6ZyxDxAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAVUlEQVQIHWNgYDJ0DTUrYGBgaGRg4JwApFczMPAcANK7GHSZLjAw8EowLADyGDik4h6AaOYNDAEgmn8BwwVOIH3xAANDLZCeCNS2gIGB9Vto1EMFBgCKLBBkfnrwUwAAAABJRU5ErkJggg==) be the edges of a connected graph on ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///8zMzOtra2RkZHW1ta7u7ugoKDy8vJbW1vj4+N2dnZOTk4/Pz+EhITIyMgzP+UnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAM0lEQVQIHWNgMglNY2BwzyhgZGCYsIjBm4GB4ThDLgMDywaGLeUMbBc4DygwcD1guOoAAL5iCmCDl3nGAAAAAElFTkSuQmCC) vertices.  To every edge ![(i,j) \in E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAASBAMAAAD2w64vAAAAMFBMVEX///8zMzPIyMjj4+OgoKCEhITy8vJOTk5paWnW1ta7u7t2dnZbW1utra2RkZE/Pz/dvWwMAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABQElEQVQoFW2Sv0vDQBTHv+RM28RWwT9A6uySwV8IQoYOBUHq4qinu+B/oK5OWUQchAoWXIQOXSQU+hdIlOLSJSA4OTv7fXeXEKGPcO/zfffu3stLAC9Caa2SqrBRESquiBJ7JRG+qsKxFwMjy40+Nl3UOHU46pxk8DXAR6wGNCy5dQ0I+6j/i/mJyIU0zcT/AEGCHcHSWjFRvTr9hi2lcQu8SBg4n/JS6XtRi2TVFeR0AwT3F6IRbwPekPBgJMVq94o4gFrKTSiauYxuavvwJ4i5sw4sa5OBMavkxA8rUc+hQ0inz8qGfgHTaTGU0wT4BJrAeBd7zAnYjt8mmIX+kbHcNP6U4V1zCr1iYsc8TH3ZObiOWDkTpUjNNtzUg307MdmhDWVhQ0d39PO+nH37M9RuvnmVuVCOVC1kgcLm/UF/YBo7CLXOO9IAAAAASUVORK5CYII=) we assign a weight ![l_{i,j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAQBAMAAAACH4lsAAAAMFBMVEX///8zMzOEhITj4+M/Pz+tra12dnZpaWny8vLW1tZOTk6goKBbW1u7u7vIyMiRkZEDS7njAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAYUlEQVQIHWNgUDRggAITGIMhDM4qhbMkYCzOBTAWtwIDE1A3bwADzwWYGGMzjGXFyxzEwADCTJf52hkY+HgaQFJ/gZgHxGBYMcGA4RGYpcqwjuEfmMXA0DfhAJR1ofoBAwA3IxBO9AebsAAAAABJRU5ErkJggg==) which is the latency of the edge in seconds.  In the network we assume that players only communicate with those whom are adjacent in ![E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAMFBMVEX///8zMzPj4+OEhIR2dnagoKA/Pz+tra3IyMi7u7uRkZFbW1vW1tby8vJpaWlOTk6ZyxDxAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAVUlEQVQIHWNgYDJ0DTUrYGBgaGRg4JwApFczMPAcANK7GHSZLjAw8EowLADyGDik4h6AaOYNDAEgmn8BwwVOIH3xAANDLZCeCNS2gIGB9Vto1EMFBgCKLBBkfnrwUwAAAABJRU5ErkJggg==).  We also assume that players generate data at a rate of ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAALBAMAAABBvoqbAAAALVBMVEX///8zMzPIyMhbW1uRkZHy8vK7u7tOTk6EhIR2dnagoKDW1tZpaWnj4+Otra005E3wAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAOUlEQVQIHWNgMmYAAhcQYQTErAJAgq0sI4CBYwLXAgb2DSwTGAIZeBYwbGYIvMAQw9DFwMD3LoEBALrcCZWGJks1AAAAAElFTkSuQmCC) bits/second and that the size of the game state is ![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHBAMAAAA2fErgAAAAKlBMVEX///8zMzPy8vKgoKC7u7uEhITj4+N2dnZpaWnIyMg/Pz+tra1bW1vW1taSD53wAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAK0lEQVQIHWNgUHZxYGAIYytgYGidwMDAkL5KgYFFgXUDg44CawIDy5S9DABpBAaZmQlXNAAAAABJRU5ErkJggg==).  Given these, we will now calculate the latency and bandwidth requirements of both active and passive replication under the optimal network topology with respect to minimizing latency.

In the case of active replication, the latency is proportional to the [diameter of the network](http://mathworld.wolfram.com/GraphDiameter.html).  This is minimized in the case where the graph is a [complete graph](http://en.wikipedia.org/wiki/Complete_graph) (peer-to-peer) giving total latency of ![O( \max_{(i,j) \in E} l_{ij} )](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHAAAAAUBAMAAACnq6Q0AAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACBElEQVQ4EY2TP2jUYBjGf73mz13SeAVHEQJXUQel1kWESiyeW/WEdo/VoaLCKR0ULJxFnU+RLi4ZhKKCRAT/DEJWndIOCopYXURcDpUuDvp+yZe7Dkd7L+R9nzzf8+T98n4J6HDCAg1S/Z7oXA8OgDap0wHkPYkZCi5N1EOc8R67FVpVDrCkj30HlvHijNg2XdKKFjwSyxEq21pywUGt+4D7TuBx5nH+LUyWTjU5X49Kd4PVn/2ftKTpGl5b4CEWpXVUaRgdbsvGR6K9/X3s0vw0Qw2BP5iGK5QbdsJFbuEsB/2Ntmqj4ilnfXB3KuMNyr6VYI39gi8yuID3wJQ7Llni+tqeDsMpXsiUMj6LwEwEFMZjfIP9EWYml3Q1B5UYn2qg2TojvliaMhxtdEdZalqP2zzUEjyoHw54TRAz9EKzNYw2zgZUc6OdWKP8Dt7wmZS5FHV5oRGJ/PQ+yRcM60DGf4TFsQmhd8T2zU9n7l/bHU+emK+95ev3dZ60IPpLKRgWATNGHOOddF4pDlnKw/ALVNQWZiC4g+FXZ2d9Nsh/oBnFqU9Ox3oBitqi8tLCSSlF8paQ6HE9aApnhoWsmF33Xs7C8yuRKeONrQZcvlf7ky2uIdxcBrNkhD2cIXUK7ooMTfo9l612wxZu022XL4A6R6N8FFYKRlfFbRWun6+6QV/Vf319dHiC7kYwAAAAAElFTkSuQmCC).  The bandwidth required by active replication over a peer-to-peer network is ![\Theta(n b)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAASBAMAAAA08+qrAAAAMFBMVEX///8zMzPj4+ORkZG7u7ugoKBpaWny8vLW1tZbW1s/Pz92dnbIyMitra2EhIROTk6fia8RAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABB0lEQVQYGU2QO0sDQRSFP9ZNNtnHJJGUCktAC0EJIjZpo9gkbmMracR2UgiWFoJYqFtpb/5AfoBFWrEJREthOwsbS8vcyc5GTzH3cO6dcx9gEcYFiwoicWPJnWRJyf7orlBnryvJ0Ba8prAj6qHmVqN0XrvShrKUPkNpQM0aVCegrgjOJbPGplWHEqMEf7/RWB9xD7Prg4Tj7hduxvCj1dp+pE/l4ok635wQjvHFnpGoTjCt/PBLx6jlsahN3sDXpcyrc4bbzmdITbcHajeXqbdqui3mjanCKVuRN1AJamJ260ku0Lygjvh8X2whrgbuNI/mNRtbmKYW5joWdwXB+ffNjQtZrj4Hvw0uLjYcxvsAAAAASUVORK5CYII=) per client, since each client must broadcast to every other client, or ![\Theta(n^2 b)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAASBAMAAAA57ZrsAAAAMFBMVEX///8zMzPj4+ORkZG7u7ugoKBpaWny8vLW1tZbW1s/Pz92dnbIyMitra2EhIROTk6fia8RAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABKElEQVQYGU2Qv0vDUBCAP2PapGmbtuIkCqWgg6AUERcXhyoO/sjiKl3E9XVwceogiIPayc7afyB/gENXcSmoYyGD4ODi6OjdS4o9yLuPfO+4dwdZlOoWxp+aypbTY9kmf2fGCDjRv0ksukmlq7Ahn7PZEl/K7phLXnqwLmLPcGMIjV6UeGa2CXkpeIJcm0r6m9yQwhDCLsVzkYusZOLA73YEyxHBVq22NOAO3q52I3/hkePWF25C56PRWHvgCP+iT1XrvjmhFBNIKwYinOLI/1Hxy7aKfCw8zysEJpcIe1XOcJvpq3ra/J7KtQG/581pcztHnQKcsqo78tphRDjUyQ9FF42MFu6LYPxuB1SUcEdpzk5dSRbxBGzWJWZxOwHNzlS9W58y8og/taE2HfntU1wAAAAASUVORK5CYII=) total.

To analyze the performance of passive replication, let us designate player 0 as the server.  Then the latency of the network is at most twice the round trip time from the slowest player to the server.  This is latency is minimized by a [star topology](http://en.wikipedia.org/wiki/Star_network) with the server at the hub, giving a latency of ![O( \max_{(0,j) \in E} l_{0j})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAAUBAMAAABMnB83AAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACHUlEQVQ4EY2TP2gTYRjGf71+uUvuek3BUYSjTfHPILFdRKicwbipEa1z/DNUNBDFwYKFWNQ5inS+QSg6yIkgOChZdboWcRExuoi6BJUuDvp+l2suiAl5h/d9vud5n/vevJeDJOzqNhqpGn1dF/rwCNAspk1RCkdCZ3WXMVeuYvc9Zah1o9qVa1Ksu7CGGw41pOKVBGalPhLTQXKpOBztT2S3jvNG8BGWsP9cXzBO1LlYDox7/sb3AU9YTXijiNsUfIAVuT7IVVSHOzL+RLB7gJOdiaAixiqCv3IcrpKtWC0ucxt7zR9gtfRNOuw25zxwdmjrTbKe2cIs/ICPYPpqOgBKTlGyxPLmbIfxiNI+IbX1aQCZFk961sN8hr0BGWo0tIVrcSYX4pH3zUgvF1VhwhNTXdaU3OpMsVo3Hzd5yCzfYpML5XmfF/ghY8+NymQgtKxJNbG3IN+1Wi1zip/+Sz4QcZq3cD7CrSrdfHKP5EsqU3R9TcphpTAn/GRo3Xp/6sGNXeHC0aWZ13z60hbrJgS/Mfxx6eCMCkPcY2L1hIyn1jTKi0tfaiQDd0TLLy56bBF/XfHAHVlEL9o9lIAGr2iY2BFGIL8WWrI5Caed1WT899fn3hq7B53foab9XJCRXYemvPza/ZlfmqdUIBOYnobdUNVtlNT4lTjrsj+585kMnIaVp/9TT4UExdOp7CFY/1fT5LBwvER1/P+3/QXeCXfosdBXZwAAAABJRU5ErkJggg==).  The total bandwidth consumed is ![\Theta(b + s)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAASBAMAAAAXqLt+AAAAMFBMVEX///8zMzPj4+ORkZG7u7ugoKBpaWny8vLW1tZbW1s/Pz92dnbIyMitra2EhIROTk6fia8RAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABKklEQVQoFV2SMUvDQBSAP2JsbZNGK44KoaCLKEHExaVDcVO7uHcRN7kODm6uDkomf4DdnLIHIYOLuHRQcBGCi4N/QHDx3eWSFN+Q9+V9d8e7l4ANPyypyp2KYH2GLTrDupbXWNGOkLM7kFX+kOe4qPcrvS10oLhWBIq5qKjnlW7I5nuYH7EIrey/Dq7wzmTJKhswtrtym6EzpL3X7a5NuIXjwZcRhb4Y9HFzxm+93tYdR/DNyYz+dBL8hLZuaKL1D/vgpelv+iil80yuk9BIhFd4obnEqSDk5rn5oHCjovNYWluIm8tGGO2qYKpbM/cOadEcBfImYfSlCkKCTE/tUMqe4uNVS6vdp3eQsdhwpyURVaSHaiMpYSbrT2LjpoQ6O/WJuGFdtyS/wx9XaTn7fF6oqwAAAABJRU5ErkJggg==) per client and ![\Theta(s n + n b)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAASBAMAAAAHyPWiAAAAMFBMVEX///8zMzPj4+ORkZG7u7ugoKBpaWny8vLW1tZbW1s/Pz92dnbIyMitra2EhIROTk6fia8RAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABbElEQVQoFW2SPUjDUBDH/6ZJW5M2teCo8CjooBQKFnEsWD8GWzLo4CLdXF8Hde0glA5+TBbBQezQNbOx4O4SkI5CEAWHCg4Ogov38tFXaQ/C/e7uf5d3LwFCS7GIJnhX5hYkjtNI0RuvykyMAUqxbAEpekatNAxS16TxgE2OFofJhwUfqBDZCkENyh2g1ZCJsqH3ZHxD+AHjkMbOYVHmffKGcWKGsA99NZud7+AcSOyW8Xy6ERzU16XXyntQv6scVdT7uVz+igAmW04etSHaAV/X3OdTMG3NwhP0AmU7QhcfQDHc5BdgOM6v0wNYDxfINGI26eI26WYJoNx3oXPNnxTMQxcHqCNuYT3Y91LssYVP0d7k1BjoaPbPSQt1Rnv498cwjUQbr9S+lBayQKd5yq17jHdgQK8rViw6EsdOpYEHmNtSZzzirZF+KYl7Dk11Iwp84V8ovltodgSTvPgPQjuLYJLPy6TKJI+Riz8/ilBwCCDbsgAAAABJRU5ErkJggg==) for the server.

Conclusion

Since each player must be represented in the state, we can conclude that ![s \in \Omega(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD0AAAASBAMAAAAatss5AAAAMFBMVEX///8zMzPy8vKgoKC7u7uEhITj4+N2dnZpaWnIyMg/Pz+tra1bW1vW1taRkZFOTk6RCMSCAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABJ0lEQVQoFW2SsUrDUBSG/zS5Ny3XUPsGoY46FFRcHDoUF8FeRAS3LNJVXDIUIYu4BhRncXTKCwg+QtAHsFMXKXToWui59x5paXKW/+b/zj35cwhQW6/WVbWMTNmzhKXaJdiaVpB/dNEHntm/3eaNBZACl+w31/wkHdNDMwO8AnP2RfnfMHInbwLsZJK6bCnKuTfo0/neGYa3s0hDzQaHQKCBa3kHRIXjYWbmk/19GntAi9BjTsh/Su375S4wNNeSMX4dH33EgDJNpv6AB3vtHcc0f4IgFgUtTDvcFWjokvJFcyy7oHwHsUiI3Ti+r9BKeviCr+VbAZEjePk0SMxsQ7uT+B1NXxPmuCqxsZ8fm89NwTlrZb/sh6xT1m3hdUhKXl9n1qb/YwWByjZ9WHMkGQAAAABJRU5ErkJggg==) and if we make the additional reasonable assumption that ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAALBAMAAABBvoqbAAAALVBMVEX///8zMzPIyMhbW1uRkZHy8vK7u7tOTk6EhIR2dnagoKDW1tZpaWnj4+Otra005E3wAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAOUlEQVQIHWNgMmYAAhcQYQTErAJAgq0sI4CBYwLXAgb2DSwTGAIZeBYwbGYIvMAQw9DFwMD3LoEBALrcCZWGJks1AAAAAElFTkSuQmCC) is constant, then the total bandwidth costs are identical.  However, if ![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHBAMAAAA2fErgAAAAKlBMVEX///8zMzPy8vKgoKC7u7uEhITj4+N2dnZpaWnIyMg/Pz+tra1bW1vW1taSD53wAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAK0lEQVQIHWNgUHZxYGAIYytgYGidwMDAkL5KgYFFgXUDg44CawIDy5S9DABpBAaZmQlXNAAAAABJRU5ErkJggg==) is significantly larger than ![s n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAHBAMAAAD3+wBMAAAAMFBMVEX///8zMzPy8vKgoKC7u7uEhITj4+N2dnZpaWnIyMg/Pz+tra1bW1vW1taRkZFOTk6RCMSCAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAATUlEQVQIHWNgUHZx4H7rYszAwBDGVnDJRoERyGqdwJBQzXAfyEpfpcCwiMGUgYFFgXUD7weGv0oMOgqsCcwBbAs2MLBM2cvAPoEh5AIAL7kRSMr7BiYAAAAASUVORK5CYII=), then we could conclude that peer-to-peer replication is overall more efficient. However, in practice this is not quite true for several reasons.  First, in passive replication it is not necessary to replicate the entire state each tick, which results in a lower total bandwidth cost.  And second, it is possible for clients to eagerly process inputs locally thus lowering the perceived latency. When applied correctly, these optimizations combined with the fact that it is easier to secure a client-server network against cheating means that it is in practice a preferred option to peer-to-peer networking.

In the next few articles, we will discuss client-server replication for games in more detail and explain how some of these bandwidth and latency optimizations work.